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~ 09
0:9- FINDING AN INITIAL BASIC FEASIBLE SOLUTION .

re are several methpds available to obtain an initial basic feasible solution. However. we shall
Théu“ here the following three methods :

¥ North-West Comer Method.
'  east-Cost Method. and
vogel's Approximation Method (or Penalty Method).

-
-
-

o

{, North-West Corner Method (NWC Rule)

[t is a simple and efficient method to obtain an initial basic feasible solution. Various steps of the
method are :
~ > . - 4 3 ~ g ~ 9 4

Step 1. Sele}};:‘t fu n:: west (upper left hmjd) comer cell of the transportation table and allocate
as much as possible so that either '(hc capacity of the first row is exhausted or the destination
requirement of the first column 1s satisfied, i.e., X;p = min. (a;, b)).

9 C b ; - ; ortie ) :

Step 2. 11 b, > a,. we move down vertically to the second row and make the second allocation of
magnitude vy, = min. (@, b, —x;)) in the cell (2, 1).

If b, < a,. we move right horizontally to the second column and make the second allocation of
magnitude x;; = min. (@, - x,,, b,) in the cell (1, 2).

If b, = a.. there 1s a te for the second allocation. One can make the second allocation of
magnitude.

t,» = min (a; - ap. b)) =0 in the cell (1, 2).

or v;; = min. (ay. by = b)) = 0 in the cell (2, 1).

Step 3. Repeat steps [ and 2 moving down towards the lower/right corner of the transportation
table until all the nm requirements are satisfied.

i

SAMPLE PROBLEM

1001. Obtain an initial basic feasible solution to the following transportation problem using the
north-west corner rule :

B D A - F G Available
A [ T T 250
B 16 18 14 10 300
C 21 24 13 10 400
Requirement 200 225 25 250 -

[Pune M.B.A. 1999; Madras B.Com. 2005]

Solution. Since La; = Tb, = 950, there exists a feasible solution to the transportation problem.
i !

We obtain initial feasible so‘lution as follows : . hod

The transportation table of the given problem has 12 cells. Following porth-west chrnfrzrgoet 19}1(;
the first allocation is made in the cell (1. 1), the magnitude being x;; = min. (2'501 '2 b)b— :
Second allocation is made in the cell (1. 2) and the magnitude of the nfleeation 1X ZHVEN B

0 — 200,.225) = 50.
de being x,, = min. (300, 225 - 50) = 175.

— min. (300 - 175, 275) = 125. The
— min. (400, 275-125) = 150 and
— toin. (400 - 150, 250} = 250.
ained and is displayed in

xj; = min. (25

The third allocation is made in the cell (2, 2), the magnitu

¢ Magnitude of fourth allocation in the cell (2, 3) is given bY x

f elh .anocation is made in the cell (3, 3), the magnit.ude being x(i}

ensé;(th (l‘fSt) allocation is made in the cell 3, 4) v‘w]th n%alg)nnauasc br; ;n o
Table 1?)"3‘"‘“81 basic feasible solution to the given &.t-

e

fif



RESEA :
252
g 200] |50 250
125
‘175 300
14 10
16 18
I 250
il 400
21| 24 13 =

200 225 275 250

Table 10.3
i . i bove route is given by
¢ rtation cost according to the a
B s T a1ty 175 18 + 195%1h + 150K 15 % 250 10 = 12,200

Remarks 1. The cells which get allocation will be called basic cells.

2. The initial basic feasible solution obtaine.d by means of north-west corner rule may be fy fioy
optimum, because the costs were completely ignored.

2. Least-Cost Method or Matrix Minima Method

This method takes into account the minimum unit cost and can be summarized as follows -
Step 1. Detérmine the smallest cost in the cost matrix of the tr
Allocate X; = min. (a, bj)-in the cell @ j.
Step 2. If Xij

ansportation table, Let jt be ¢,

= @; cross off the ith row of the transportation table and decrease b; by a;. Go to sy
ii = bj cross off the jth column of the transportation table and decrease a; by by Go to St
ij = @ = b; cross off either the ith row or Jth column but not both.

SAMPLE PROBLEM
1002. Obtain an initi

: . ) i minind
g al basic feasible solution to the following T.P. using the matrix ™"
method : )
— e ___,_‘.—’"f
T in
o D, ‘ D, D, D, Capac
0, 4 3 5 " 8
03 0 ’ 5 i 10
_ Demana 4 3 e
wh \‘5““ 1D, demors o d c ‘
ere ’
iand D, denote ith origin and jth destination respectively. 4 elh®
. : ’ -CO>t e
the Tlorl:tmj)lll‘oc:?li nspartation table of the given T.P. has 12 cells. Following the e satisl® (:1.;
st N 1S made ip the ; : - 5200
requirement yy destination p il thce“S (3, 1), the magnitude being fX(_;;n he table Thecown,ﬂ
allocation | us w . 5 - n fr
allocation g made in the ¢g (2, 4 v JT9s8 off the firstcplum

fou e
£ the O po”
) of magnitude X34 =_min. (6, 8) = 6. Cross chation- cholum'
10.4, There is, again, a tie for the third-al?the seCon,animn
or the first ro W ate X2 = min, (6’ 6) = 6, there. Cross off eithe tion o mas
X3 = 0 i n;a:jve. € choose tq Cross off the first row of the table. The next alloc '
AL ' 1088 off the second column getting Table 10.5- g

,Of Fhe .luble. This yielqds Table
arbnranly the cel] (1, 2) and alloc

in cell (3, ).



PROBLEM
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6 8
Table 10.4

We-Chozoseg a_rb;tra(r:ily ag?fin, to make the next allocation in cell (2, 3) of magnitude
1y = min. 2, 8) =2 ross o : the second row. This gives Table 10.6. The lz{st allocation of
magnitude X33 = min. (6, 6) = 6 is made in the cell (3, 3).

o ]

6 8
Table 10.5

3 4

—_— iy 1 2 3 4
7 /’///f/ 2 | 6 |
K d a
4J EI ;_6_| 4] el _6_|
0 2 2 1

8
Table 10.6

Table 10.7
Now, all the rim requirements have been satisfied and hence an initial feasible solution has been
determined. This solution is displayed in transportation Table 10.7.

Since the cells do not form a loop, the solution is basic one. Moreover the solution is degenerate
also. The transportation cost according to the above route is given by

2=6X2 +2X2 +6X0 +4X0 +2X€E +6X2 =28 + 2 = 28 as € —0.

3. Vogel’s Approximation Method (VAM)

The Vogel’s Approximation Method takes into account not only the least cost c;; but also the costs that
just exceed c;- The steps of the method are given below :

Step 1: For each row of the transportation table identify the smallest and. the nexr-to'-smtaltliisri
costs. Determine the differencé between them for each row. Display them alongside the ;ra‘(;??f‘;eances
table by enclosing them in parenthesis against the respective rows. Similarly, compute the di
for each column,

: : s and columns.

Step 2. Identify the row or column with the largest difference amf)‘t}g all ethceorrr(::\:so;:a to ith row

tie occurs, use any arbitrary tie-breaking choice. Let the greatest dif erengmu m feasible amount

and let ¢; be the smallest cost in the ith row. Allocate the m;i xl-th column in the usual
% = min, (g, b)) in the (i, j)th cell and cross off either the ith row or the Ji

Manner, ! '

£ ation table and go &
Step 3. Recompute the column and row differences for the reduced transporta s

. ‘ - : isfied.
P 2. Repeat the procedure until all the rim requirements are satls. N

‘ o di e mini t pe

Remarks 1. A row or column “difference” indicates the mml“:‘];“:“ "L P
Make an allocation to the smallest cost cell in that row or cOlu -.b]e i

2 Tt wily be seen later that VAM determines an initial basic feasi ;

: ot s an. : ch the| opti
the OPlimum solution, that is, the number of iterations required to rea ‘
- Mthis cage, '

y incurred by failing to

which is very close to
mum solution 18 smal[er
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PROBLEM

n an initial basic feasip
€ 50

256
SAMPLE

Method 10 obtai

E F G  Available
13 17 14 250

B 6 18 14 10| 300
C y 24 13 101 40

Demand 200 225 275 250
VAM, the differences between the smallest and next-to-sma||
mputed and displayed inside the parenthesis against th 5t ooy
f these differences is (5) and is associated with thee frespecm,C

the minimum cost in the first column is ¢, = lirst Caly
- ey

). This exhausts the requirement of the fi

off the first column. The row and column differences are now ¢
Jtion Table 10.8, the largest of these is (5) which is a“gTPUtedh
13) is the minimum cost We allocate x,, = min. (50 2‘,;““1”65% b

1003. Use Vogel's Approxima.tion )
: ey ¢ |
transportation problem : 5 X

A 1}

Solution. Following
row and each column are €O
and columns. The largest O
the transportation table. Since

Xy = min. (250, 200) = 200 in the cell (1,

therefore, we Cross
resulting reduced transport
second column. Since ¢ (=

20017/ A
7 //j% 250 (2) > 7 7 7.
: 13 17 14 % /ﬁ % 501
7
% 18 Rk M
; = = 18 4w
% 4 | = | 4000
2 13 10 )
I 78 S Th
z o
able 10.8
Table 10.9

This exhausts the ilabili
‘ availe s
dhlhty of first row and, therefore. we cross off the first row. Continuiﬂ

' Pl Ced t 1

175
’ 125
" 300 (4)
10 y 125 (4)
' 10
IRRE 400 (3) TSIERE
75 10 400 (3)
(6) 275 250 13 10
| Mo i s 7
) O
Table. 10.10

Eventuall
€ ys lhc l); “' S S
isic feasible solution shown in Table 10 "
able 10.11 is obtained -

- 200]  [50]

11 13 17 ”
175 125

1§ 18 14 10
275 125

21
l\ 24 13 10

- Table. 10.11 ,, J
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ortation COSt according to this route is given by
the 17500 % 1L+ 50X 13 + 175 18 + 125 10 + 275x 13 + 125X 10 = 12,075,

Iht may be observed that transportation cost by North-West Corner method was 12,200 (sample
Rer"”rk' {001) whereas in VAM (sample problem 1003) is 12,075.

r(‘ble;?""d the initial basic feasible solution to the following transportation problem using VAM,
e fh‘:' cost matrix : D
W 1 Dy Dy Dy Supply
Sy 20 25 28 =R d
Sy 2 28 3 41| 180
S3 18 35 24 ) o
Demand: 150 40 180 170 i S S0037

golution. Here, total deme}nd .is 540 and total supply is 490. Since, total demand # total supply,

irroduce @ dummy TOW with its supply as (540 - 490), i.e., 50 and take all the cost elements of
:;:s row as zero. Thus, the transportation table for the initial basic feasible solution of the given
problem is:

Dy D, D, D,
S, 200
20 25 28 31
S, | 180
32 28 32 41
S; 110
18 35 24 33
Dummy 50
0 0 0 0

150 40 180 170

Table 10.12

Following VAM, the differences between the smallest and next to smallest costs in each row and
ach column are computed and displayed inside the parenthesis against the respective rows and
olumns. The largest of these differences is (31) and is associated with the fourth column of the
fansportation table. As the least cost in the 4th column is ¢y =0, we allocate x,; = min. (50, 170) = 50
nthe cell (4, 4). This exhausts the supply of fourth row and, therefore we cross off this row.

The row and column differences of the reduced transportation table are now computed. The
argest of these is (6) and is associated with the third row. Since least cost in third row is ¢y = 18,
¢ allocate X3 = min. (110, 150) = 110. This exhausts the supply of third row, and, therefore we
1055 off the third row,

The row and column differences of the resulting transportation table are now computed. The

argest of these is (12) associated with the first column. As the least cost in the hrst colum‘n és
=20, we allocate x;, = min. (200, 40) = 40. This exhausts the demand of first column, and,
merefo ' ’

'€ we cross off the first column.

8ain, the row and ¢ differences for th : :
largno 0 e tow and coloumn difference: R 20) = 120 is
d‘;lfges[ among these is (10) associated with fourth column. Thus x4 = ;“l"r-,_(lf‘l(l)v lni(()))n e
loc ' T 4 ‘ourth column. As this allocé xh:
[ Aed to the cell (1, 4) being the least cost cell of the tourt

- or further consideration.
" demang of the 4th column, we cross off the fourth column for further consider
:

: oo e = 40, x4 = 40 and xyy = 140.
OMinuing in (his manner, the remaining allocations are = Xy 40, x5 23
I -

z N aved i cbl‘ 1013
© transportation table showing all the assignments 1s displayed in Table

o reduced transportation table are computed. The

\

~\,
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258 D Row penalry
D 4 '
D —T0
20 B 1o e o e g
\ 31
140
. @ @ @ @
S 4]
2 12 28 32
110 6 © — — _
B ;)
50
Dumm SO
Comn (18 (25 (4 (D
penalty 9y 3) 4) (1
1 @ @& 310
— A3) 4) (10)
— A) 4) e
Table 10.13
The number of allocated cells in the above table are 7, which is equal to the‘ required nu
m+n-1 (e, 4+4-1=7), therefore, this solution is non-degenerate basic feasible, |
transportation cost associated with the above solution is :
Total cost = 40x20 + 40x 28 + 120x 3] + 40 x 28 + 14032 + 110x 18 + 50x0 = 132
PROBLEMS
1005. Determine an initial basic feasible solution to the following transportation problem using Norit}
Corner method :
D, D, D, D, Availabi
0, 4 7 3
0y %
Demand 16 7 3
18 31 25 w
Com. (Not) ¥
1006. i : [Madras B.
Consider the followmg transportation problem -
Source I Desti nation Availﬂbiﬁf,\.
! 2 3 4
20 10
i . 2 §2 17 4 10
Require) 2 ! 4 ! 2
D nent 60 iz) 20 15 240 ﬂ“
etermine an jngi) basi i 30 110 — o
el ¢ fesible soluion using the (a) row minima method, and (b) Vogl’:]; ;psstaﬁ)ﬂ
1007. Obiain 4y initial basic [Delli " g ¢
Warehouses A‘,a,'lab"m’“
r 1 = Stores f
B 5 77} v 1§
C 3 1 3 3 ?
D 6 3 5 4 9
Requiremeny 4 4 . 3 04
21 -1 4 2 C[)’"il
= 17 ' 17 G
[Mahafma
- "
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T

8. -
100 Approximation Mecthod.

Find an initial basic feasible solution to the

259

following T.P. using (a) North-West Corner Rule and

) Vogel's

Faclories W W Warehouses Availability
! 2 W, W, W,
- 20 p —— i}
3 " 28 32 55 70 50
i . 4l 44 25 100
. 15

Fr 4 BN € 15 48 150

Requirement 100 70 50 40) 40

[Osmania M.B.A. 1999)

1009. Consider the‘ 1.0]lowmg tran.sporlation table showing production and tmnspnrt‘a\ti‘(’)n costs, along with the
supply and demand positions of factories/distribution centres ° | | _

| M, M, M, Supply
= "
I . 0 8 13 500
, 13 ¥ 10 8 700
F 14 4 10 13 300
-k, 9 11 13 3 500
Demand 250 35() 1,050 200

(¢«) Obtain an initial basic feasible solution by using VAM.

(b) Find out an optimal solution for the above given problem.

[Kerala M.Com. 1994]



sG/GNMENT Ry
A >0 h 5 .
m 11-2 If ¢;20, such that minimy >y . ¥
Theore ' . m Z ;En CijXij = 0, then the feasible so
Jes an optlmum assignment.
proV% e proof is left as an exercise to the reader.
theorems form i :
¢ above :rygubtracted e P8 tff:eelt;rslls to'f Assignment Algorithm. By selecting suitable constants
added to . ' ents of the cost matrix we can ensure that each ¢,* > 0 and
roduce at least one ¢, = 0 in each row and each column and try ¢ K o= :
da : ; 0 make assignments from
ong these 0 p051t1'ons.dThe.aSSlgnmeﬂt schedule will be optimal if there is exactl .
i oxactly one assigned 0) in each row and each column deths
1€y

Remarks. It may be noted that assignment problem is a vari
characteristics (i) the cost matrix is a square matrix, an
Jways be such that there would be only one assi

11:3. SOLUTION METHODS OF ASSIGNMENT PROBLEM

An assignment problem can be solved using the following four methods :

1. Complete Enum.elja.tloq Method. In this method, a list of all possible assignments among the
given resources a_md activities 1s prepared. Then an assignment involving the minimum cost, time or
distance (or maximum profit) is selected. It represents the optimum solution. In case there ;re more
than one assignment patterns involving the same least cost,.then they all represent the optimum
solutions — the problem has multiple optima.

In general, if there are n jobs and n workers, there are n ! possible assignments. Thus, the listing
and evaluation of all the possible assignments is a simple matter when » is small. When n is large,
this method is not very practical. For example, if there are 8 jobs and 8 workers, we have to evaluate
a total of 8 ! or 40,320 assignments. The method, therefore, is not suitable for real world situations.

2. Transportation Method. Since an assignment problem is a special case of the transportation
problem, it can be solved by transportation methods discussed in the previous chapter. However, every
basic feasible solution of a general assignment problem having a square payoff matrix of order n
should have m+n—1=n+n—-1=2n-1 assignments or basic cells. But due to the special structure
of this problem, any basic solution cannot have more than n assignments. Thus, the assignment
problem is inherently degenerate. In order to remove degeneracy, (n— 1) dummy allocations will be
required to proceed with the transportation method. However, because of the large number of dummy
allocations in the solution, the transportation method becomes computationally inefficient for solving

an assignment problem.

3. Simplex Method. An assignment problem can be for : b
Which, in turn, is itself a special case of an LPP. Accordingly, an assignment problem can be

formulated as an LPP with integer valued variables and may be solved using a.n;odifz)ed simplex
Method or otherwise. Here, the decision variables take only one of the two values : 1 or U.

In general Jet

mulated as a transportation problem

X =

y

| 1 if ith person is assignefi jth jgb .
0 if ith person is not assigned jth job

s a 0—1 integer linear programming

pr bThe mathematical formulation of the assignment problem a
Oblem would be -
3 ‘ nstraints :
inimi = ..x. subject to the co
Minimize z = i§1 ,En Cii i |
+ Xin = L '
1 J

Il
o=
=

’xll + xlz 4+ ..

|

; o Xy T
x1j+x2j+ n

x; =0 or 1 for all i and J.



= : . ONs gy,
he general mathematical formulation of the assignment robl, N

> hin t 1C - i
As cal be tqe.'e;bleq and n+n or 2n equalltles/equatlons’.l}: pa ]t,lhcmar’ fai 4 problem“?; there

nx 1‘1( de/qlstiont}:/g:; Wi]i be 25 decision variables and 10 equalitics. at means 2 g

workers/jobs,  decls:

25 colunjms and 10 rows. It is difficult to SO

not considered. fficient method for solving a .
. : t Method. An ellic .~ g an assignm,
_ Hungarian Assignmen !8nmen;
the ‘I‘{ungarzgan Assignment Method (3_150 KROWAY 23 riducel(jltir\rll:trlé(n nft?thOd)’ w.hlch 1 ba?emblem‘
of opportunity cost. Opportunity cOStS show the 1€ penalties associated wjg, , . 0t
concept ot opp he best or least cost assignment. If ye Ca sigy.
n I v

.. 3 t
: ¢ opposed to making :
of resource to an activity as _ | :

. t one zero in each row and each e,
cost matrix to the extent of having at least follinty bl 5

possible to make optimal assignments (opportunity costs 'arfa Zfll z.ero),
The method of solving an assignment problem (minimization case) consists of ghe o

. OV

steps : i

Step 1. Determine the cost

. VQIV
lve manually and hence this approach ¢, t’;table h;rlg:
e

]"

table from the given problem.
(i) If the number of s“(\)urces is equal to the number of destinations, go to step 3.
(i) If the number of sources is not equal to the number of destinations, go to step 2.
Step 2. Add a dummy source or dummy de§tination, so that the cost table becomes 2 s
matrix. The cost entries of dummy source/destinations are always zero. '
Step 3. Locate the smallest element in each row of the given cost matrix and then subtra:

same from each element of that row.
Step 4. In the reduced matrix obtained in step 3, locate the smallest element of each colum«
then subtract the same from each element of that column. Each column and row now have at least»-

Zero.
Step 5. In the modified matrix obtained in step 4, search for an optimal assignment as follows:

(a) Examine the rows successively until a row with a single zero is found. Enrectangle this z’
(D) and cross off (x) all other zeros in its column. Continue in this manner until all the 0
have been taken care of.

(b) Repeat the procedure for each column of the reduced matrix.

(c) If a row a'nd/or column has two or more zeros and one cannot be chosen by insp®
assign arbitrary any one of these zeros and cross off all other zeros of that row/columt

(d) Repeat (a) through (c) above successively until the chain of assigning (&) 0f cross (X)i
Step _6- If the number of assignments (O) is equal to n (the order of the cost matrix), 8" %
solution is reached.
lsf the number of assignments is less than n (the order of the matrix), go to the
redu‘ci:e(f n71‘atlr)i)r<a\¥r rt?ge Cmmibmum number of horizontal and/or vertical lines to cOVer a
i Riat (\j) 0\l)vs lhat'do not have any assigned zero.
o Mark () :(f))v:mtrlm that have .zeros in the marked rows.
(1) Revamt (3 anz (]flt l;)ave aSSIgned zeros in the marked columns.
(¢) Draw lines throlf)ha;(l)lvehuntll e oain of Migking coma
S it et e numbergofdl in(:qe unmarked rows and marked columns.
Step 8. Develc .
O s th:l;)'zatll;;tnc;\])\én:evnsed Qost matrix as fo?lows : ny of the lincsﬁme 5]6(“6!:,
(b) Subtract this element ferm Otj tho reduged matrix. viot. CRUEFF: :i/ tahe same .
lying at the imersectionocr,?‘ all the uncovered elements and adc .
Step 9. Go to Step 6 and repe; L T : : solution 1 attain®
. peat the procedure until an optimum solu J

ction,

1l the e

g

to @
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A , SAMPLE PROBLEMS

performed. The
dty. His estimale. of the

mental head has four subordinates, and four tasks 1o be

1101. in efficiency, and the tasks differ in their intrinsic diffict

nates differ ¢ ; : ) .
Id take to perform each task, is given in the matrix below : -

s,uborj;ch maiﬂ‘_‘,/— S ikl =P
[,me/#// Men
T(IS/\'S E F G —————————1—1’;" B
—a 18 26 17 11
o 13 28 14 26
£ 38 19 18 15
D 19 26 24 , 10

'/W;EOLtld the tasks be allocated, one to a man, so as to minimize the total man-hours? v
) ; [Andhra B.E. (Mech. & Ind.) 1996]

Solution.
Step 1. Here, the number of tasks and the number of subordinates each equal 4, therefore the
problem is palanced and we move on to step 3. |
t element of each row from every element of the corresponding

Step 3. Subtracting the smalles
et the reduced matrix :

row, We 8
7 15 6 0
0 15 1 13
23 4 3 0
9 16 14 0

lement of each column of the reduced matrix from every

Step 4. Subtracting the smallest e
get the following reduced matrix :

element of the corresponding column, we
K 11 5 0
0
23

L

: Step 5. Starting with row 1, we enrectangle (O0)
1055 (x) all other zeros in the column so marked. Thus, we get

(i.e., make assignment) a single zero, if any, and

71 5 T
@ 1 B 13
23 o] 2 5
K 12 13 8

In the . . :
the above matrix, we arbitrarily enrectangled a zero m column /, because row 2 had two zeros.

It m,
ext gtepdy be noted that column 3 and row 4 do not have any

assignment. So, we move on to the

assignment, We mark this row (\/).
row. So, we mark fourth column ).

ed column. So we mark first row ).

§ .

(t;f ;0(1) Si“cf’ row 4 does not have any assi!

(iif) Fu:hthere is a zero in the fourth column of the marked

(iv) Dy er there is an assignment in the first ToW of the mark ‘ -
. Straight lines through all unmarked rows and marked columns. Thus, we have



RE(,\
300 —/’—’———*—‘ﬁ \J \Q‘\
' 1 5 [%]
__E)]—~—“‘“‘ﬁ~_—l |
23--- @--=2""" ¥
12 13 G
9 “ e ]
. \/

that the minimum number of lineg SO drawr} is 3, which )
C .ot the current assignment is not optimum, by
ca\tmgotf lines, we generate new zeros in the modifieq
by the lines is 3. S'ubtracting.this Clément
o all the elements lying at the intersection of

Step 8. In step 7, We .obs_erv.
the order of the cost matrix, indi
To increase the minimum number
The smallest element qot covered
uncovered elements and adding the same to -
obtain the following new reduced cost matrix

Matry
the “ne&' "

2 6 0 0
0 1 0 18
23 0 2 B
4 7 8 0
Step 9. Repeating step 5 on the reduced matrix, we get
2 6 [0] B
[0] 11 B 18
23 [0] 2 5
L4 ! 5 [0]

Now, since each row and each column has one and only one assignment, an optimal solu
reached. The optimum assignment is :

A—->GB—->SEC->Fad D— H. ]
The minimum total time for this assignment scheduled is 17 + 13 + 19 + 10 or 59 mart®

1102. A company wishes 1o assign 3 jobs to 3 machines in such a way that each job i

fo some machine and no machine works on more than one job. The cost of assigning job 10
J 15 given by the matrix below ( ijth ent

ry) :
8 7 6
Cost matrix : 5 7 8
6 8 7
Draw the asso g

, "
lhe assigmmens ciated network. Formylgze the network LPP and find the minimgmios{gfm y
Solution, [GGSIP Univ. B.B.A. 2011; M

oblem is given as under :

(a) Network formulation of the given pr
Job

Machine




AT
(b) Linear programming formulation of the
Minimize the total cost involved, e,

Minimize 2 = (@51 + Txg 4 6 4 g5,
subject to the constraints :

given problem is -

YLt Xp + x5 =1,
le+ij+X3j=1;
Xj =0 or 1, for all i and j,

we proceed as follows:
(i) Mark (V) third row since it has no assignment.

i) Mark (\) first column, since third row has a zero in this column
(i) Mark (\/) second row, since marked column has an assignment in the second row

(iv) Since no other row or column can be marked, draw straisht I
and marked column as shown in table 17.7 : straight lines through the unmarked rows

2 0- [0] 3 [0] 5

B 1 1 v 5 B [@

\/ .
Table 11.1 Table 11.2

Modify the reduced cost matrix (table /1.I) by selecting the smallest element among all the
uncovered elements. Subtract this element from all the uncovered elements including itself and add it
to the intersection element (1, 1) which lies at the intersection of two lines. The modified cost matrix
so obtained is shown in table 11.2.

In table 11.2, we observe that there is no row and column which has single zero. So, we make an
assignment arbitrarily at (1, 2) and cross off all zeros of first row and second column. Now, we get a
single zero in the second row and therefore an assignment is made at (2, 1). Cross off all zeros in the
first column. Finally, we make an assignment at (3, 3) being the single zero in the third row.

Clearly, the number of assignments in table 11.2 is equal to the order of the matrix. Hence, an

optimum assignment has been attained, viz., .
Job 1 — Machine 2, Job 2 — Machine I, Job 3 — Machine 3.

Total minimum cost will be (7 +5+7), i.e., 19.

1103. A pharmaceutical company is producing a single produ : .
agencies locafed in different citiesl.) Al); of clz) sudden, there is a demand for the product in ano{‘}}gr ﬁ;:
Cilles not haying any agency of the company. The company is faced With‘ {he problem of decnt }:Ztgthe

W 10 assign the existing agencies to despatch the product to needy cities in ,Sf‘Ch .a »,lza_\)) % it
"avelling distance is minimised. The distance between the surplus and deficit cifies PR G

in the fOllowing table :

ct and is selling it through five

Deficit cities

a

b

c

% e B B
B 90 78 s l3i 69
Surplus cities C 75 66 sl r 72
E 76 64 56 - v(.Com. 2009]
| [Delhi M.Com.

Detopp,:
lermine the optimum assignment schedule.
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the smallest ele

olution. Subtracting :
> lement of each ¢

subtracting the smallest €
reduced distance table :

mo O < >

In the reduced distance t
cross off all other zeros IS t

(if)
(iif)

b ¢ d e

2 o 4 0

4 0 10 )

1 0 | )

4 0 4 5

0 0 0 3
Table 11.3 B

ment of each row from every ejq
oloumn from every element of

mem
at COIOU

able, we make assignments in rows.and coloumns havip

hose rows a_nd columns, wh_erg assignments have begp,

the minimum number of lines to cover all the zeros. This is done in the fOHOWing g
(i) Mark (V) row ‘D’ since it has no assignment.

Mark () coloumn ‘C’ since row "D’ has zero in this column.

mark (V) row B since column ‘C’ has an assignment in row ‘B’.

Since no other rows or columns can be marked, draw straight lines through g, urr

rows ‘A’, ‘C’, and ‘E’, and marked coloumn ‘C’ as shown in Table /7.4,

(iv)

a b - ¢ d e
B |6 .4 0 2
2 Ll = il B & e ol
p |2 4 ﬁ'x 4 2
E -2 0]~ B~ B~ ~2-—

v

Table 11.4

T m U O w >

a b ¢ d
2 2 2 4
4 2 b 8
0 1 2 1
0 2 0 2
2 0 2 0

Table 11.5

0

g Single Ze,'
Made.

Modi . |
lines f?grl:)’a:rihr:duced distance table (Table 11.4) by subtracting the smallest element 1 e
uncovered elements and add the same at the intersection elements of the I

modified distance table so obtain is shown in Table /1.5

R . .
epeat the abovév procedure to find the pew' assignment in table 11.6.

/‘a b ¢ d e
ﬂ_— _,! .
B | 4 x
4 2 8 B
¢l 2.0 &
D | g 2 1;1 !
g | i 4
, lz : —.__‘;_M 2 K j’)_ s
R
Table 11 ¢

Clearly the

a
made. To get the
elements ang a4

Ssignment shown ip
next solution, we dr

dz.xble 11.6. Subtractj
Ing the same tq ¢

2. 2 <2 2

m o O % >

table /1.6 is also not optimum,
aw the minimum number of horl
ng the smallest unconvered elemen
e intersection element of two

lines give’

1 0!

2 1 2} E

s 1 @ 7

g @ 2?2 %

\

@ ot F

3 B //3,_/ v
Table 117 it

g ] i
since 0: dy\,emcal "]'” J

zonte ) M

t'( huﬁ (able

q

HEQ:

f thy
My

Ui

¢



1194. A 4epar tr;zﬂ}elnt ehff‘d has fOuvr tas.“ks to be performed and three subordinates, the subordinates
or in efficiency. The estumates of the time, each subordinate would take to perform, is given below

diff

in the matrix. How should .he allocate the tasks one to each man, so as to minimize the total

man-hours?
Task Men
_ r , : | ;
I 9 26 15
Jij 13 27 6
Jii} 35 20 15
v » 18 30 20

Solution. Here we have three subordinates who have to perform four tasks. So, the given problem
s unbalanced and therefore we add a dummy subordinate (column) with all its entries as_zero. The

resulting balanced problem is :

Subordinate - 1 -2 3 ) Dummy
1 9 26 15 0
Task - 13 27 6 0
i 35 - 20 15 0
v 18 30 20 0

ting the smallest element of each column from
make assignments in rows and columns having
d columns, where assignment have been made.

Now, reduce the balanced time-matrix by subtrac
a'll the elements of that column. In the reduced matrix,
single zeros and cross off all other zeros of the rows an
We get the following assignment solution :

;2 3 Dum
] ﬁ 6 9 B
i 4 7 [0] B
/i 26 [0] 9 X
w | o 0 1 @ |
T Table 118

The opt; . :
€ optimum assignment is

I
be g 1 1L = 3 and 1 — 2 while task I
O.nC"'The minimum time is 35 hours.

PROBLEMS

V should be assigned to a dummy man, i.e., it remains

. of four different courses. Class preparation time
ching any one ven in the table below. Each professor is

rofessor and is gl SR
msghedule so as to minimize the total course preparation time

1105 ,
Ourg %opolfr professors are each capable of tea
Usigneg onrl different topics varies from professor
for gy . Y One course. Determine an assignment
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